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Abstract: We will show that the present stage of development of computer hardware and
software enables to solve many elementary and non elementary problems of classical geome-
try. Whereas classical methods show the beauty of geometry, enable better insight into the
situation and better understanding the problem, on the other hand by computer methods
we can solve complex elementary and non elementary problems. Computer algebra methods
enable automatic proving theorems of elementary geometry, automatic derivation and dis-
covery of geometric formulas, construction of geometric objects which have given properties
and which cannot be easily done with a ruler and compass, etc.

On a few examples from geometry of polygons in a plane the strengths and weaknesses of the
both methods are demonstrated. It is shown that both classical and computer methods are
helpful in teaching mathematics.
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1 Introduction

During several last semesters one of the authors lead a geometry seminar on using computer
methods to solve problems in elementary geometry. The students, who took part in this
seminar were participants of the branch of teacher’s training in mathematics in their 4**
years university study, i.e., they had knowledge of the basic courses in geometry.

In the seminar such methods were stressed which are based on Groebner bases computations.
We used the theory of elimination to prove and discover statements from geometry in a plane
and a space. We also used this theory to carry out constructions of geometric objects which
have given properties and which is not easy to construct by the rule and compass, see [6], [§],
[13], [14].

Starting from the statement that the heights of a triangle are concurrent, we investigated
both by computer and in a classical way well known problems such as the formula of Heron
for the area of a triangle and its generalization — formula of Brahmagupta for the area of an
inscribed quadrilateral given by the lengths of its sides, formula of Staudt, Wallace-Simson
theorem, Napoleon theorem and further similar topics. The construction of a square with
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the vertices on the four given straight lines in a plane is shown as well.

At the end of the seminar students were engaged in the seminar work, which was aimed on
a problem chosen by each student from the recommended offer list from Internet. Here the
problems were solved both in a classical and computational way.

2 Automatic theorem proving

Automatic theorem proving concerns with geometry statements of equality type, which are of
the kind H = ¢, where H is the set hypotheses and c the conclusion. At first we algebraize
the geometric problem. This stage is characterized by establishing the set of hypotheses H
whose algebraic form are polynomial equations

hl(xl,xg,... ,iL'n) = 0, hg(.ﬁlfl,xQ,... ,iL'n) = 0,...,hr(x1,x2,... ,:L'n) =0
and the conclusion ¢, which is expressed by the polynomial equation
C(xlax% s 7:[;71) = 07

where the polynomials have coefficients in a base field K. We usually assume that K = Q,
the field of rational numbers. Thus the algebraic form of the statement would be

Ve {(hi(z) =0Aho(x) =0A ...Ah(x)=0) = c(z)=0.} (1)

The objective of the next step is werification of (1), i.e., to decide whether the conclusion
follows from the hypotheses or, which is the same, to decide whether the zero set of the
conclusion ¢ contains the zero set of the hypotheses H, i.e., Zero(H) C Zero(c). By the famous
Hilbert Nullstellensatz the statement (1) is true iff 1 belongs to the ideal (hq,..., h,,ct — 1)
of the hypotheses polynomials and the negated conclusion. However for the most geometry
problems it suffices to show that ¢ belongs to the ideal (hi, ..., h,). The simplest way to show
the essence of automatic theorem proving is a demonstration on the example. Let us have
the following problem.

Prove that the heights of a triangle are concurrent.

The first stage of the automatic proving theorem is to choose an appropriate coordinate
system to describe the situation analytically, see Fig. 1. The rule is to choose the coordinate

‘
| C=[b.c]

- A
© |a=[0,0] Bz[é,g] x

Figure 1:

system in such a way so that we could describe the situation very simply. We place the origin
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at the vertex A and the axis x into the side AB of a triangle ABC' and denote the coordinates *
of the vertices of the triangle ABC by A = [0,0], B = [a,0], C' = [b,c]. Now we express the CONTS
equations of the heights hg, hy, he in this chosen coordinate system

he : (b—a)zr +cy =0,
hy 1 bx + cy — ab =0,
he:x—b=0.

Suppose that the heights h, and h. intersect at the point O = [z, yo], i.e. the following
hypotheses equations are fulfilled

O € hy & bxg+cyp—ab=0,
Och. & xg—b=0.

As the conclusion we want to show that the height h, contains the point O, i.e., that
OEha<:>(b—a)$0+Cy0:0.

Hence we are to prove the statement of the following form
Vao,yo bro+cyy—ab=0Azg—b=0 = (b—a)xg+cyy=0. (2)

In this very simple case we are able to show that the statement above is valid even by hand.
To do this realize that

(b —a)xo + cyo = (bxo + cyo — ab) — a(zg — b).

We expressed the polynomial of the conclusion (b— a)xg+ cyp as a linear combination of two
hypotheses polynomials bxg + cyg — ab and xg — b. Thus from the equations bxg + cyg — ab =
0, zg — b = 0 the equation (b — a)zy + cyo = 0 follows.

We can also equivalently say that the set of all the common solutions (or zeros) of the system
of equations bxrg + cyg — ab = 0,20 — b = 0 is a subset of all solutions of the equation
(b —a)xo + cyo = 0.

From the algebraic point of view we are to show that the polynomial (b — a)zg + cyo belongs
to the ideal I = (bxg + cyo — ab,p — b). The decision of whether a polynomial f belongs
to the given ideal I or not, is possible by the command NF(£f,I) which is implemented in
most mathematical software. Simply spoken the command NF(£,I) or Normal Form of f
with respect to the ideal I returns the reminder of a polynomial f if we express it by all
the possible algebraic linear combinations of the polynomials from the ideal I. If NF(£,I)=0
then the remainder equals zero and the polynomial f belongs to the ideal I. The whole
process is a generalization of the well known Euclidean algorithm for division of polynomials
of one variable and is based on Groebner bases computations. See the nice book [6] where
the problem is described into details. In the program CoCoA?, the software which we will
use in this article, we enter

Use R::=Q[abcx[0]y[0]];
I:=Ideal(bx[0]+cy[0]-ab,x[0]-b);
NF((b-a)x[0]+cy[0],1);

0

2Software CoCoA is freely distributed at cocoa@dima.unige.it



The answer is 0, i.e. Normal Form of (b — a)zo + cyo equals zero, which means, that the
polynomial (b— a)xg + cyp belongs to the ideal I = (bxy + cyg — ab, xg — b) and the statement
is valid. The automatic proof is complete. |

Usually the situation is not so easy. Most geometry statements are valid under some non-
degenerate (also called subsidiary) conditions such as points being distinct, three distinct
points being not collinear, line segments of nonzero lengths, circles of nonzero radii, etc. The
non-degenerate conditions can be algebraically described by the inequalities

91(5517552a---7xn)7é0a gQ(IEl,IEQ,...,CCn) 7&07 ey gs($1,$2,...7xn) #0

Thus adding these non-degenerate conditions to the hypotheses (hy = 0,hy =0,...,h, = 0)
a geometric statement can be translated into the form

Ve {(hi(z)=0A...Ah () =0Agq1(z) ZO0A...ANgs(z) #0) = ¢c(x)=0.} (3)

The statement (3) is true iff 1 belongs to the ideal (hi,...,hy,q1t1 — 1,...,gsts — 1,ct — 1),
which consists of the hypotheses polynomials, non-degenerate conditions and the negated
conclusion. However for the most geometry problems it suffices to show that ¢ belongs to the
ideal (hl, ey hrpgltl — 1, . agsts — 1)

The question now arises: ”How to find non-degenerate conditions?” One way is to determine
them before the computation, i.e., to rule out the situations such as two points coincide, three
points are collinear,... But this method need not be successful. It is not easy in general to
determine all possible non-degenerate conditions. The better way consists in the elimination
of all dependent variables, i.e. those variables which we choose arbitrarily, and a slack variable
t in the ideal (hq,...,h,,ct — 1) of hypotheses polynomials and the negated conclusion. We
get the elimination ideal, which contains polynomials in only independent variables. This

elimination ideal contains degenerate conditions, say ¢1,¢2,..., gs (if there are any). We
negate these conditions to obtain the set of polynomials gi1t1 — 1,92t — 1,..., gsts — 1 and
add this set of non-degenerate conditions to the ideal (hy,hs,..., h,). Instead of the ideal
(hl, hQ, ey hT) we have the new ideal (hl, hg, ey hrpgltl — 1,g2t2 — 1, ey gsts — 1) and

explore whether the conclusion ¢ follows from this new ideal. The whole process now will
repeat. Let us look at the next example.

In the example above, suppose that instead of the heights h; and h. now the heights h,
and hy intersect at the point O, i.e. suppose that the equations (b — a)xg + cyp = 0 and
bxg + cyo — ab = 0 are fulfilled. Then the conclusion is that the height h. contains the point
C,ie., xg— b=0. We enter

Use R::=Q[abcx[0]y[0]];
I:=Ideal((b-a)x[0]+cy[0],bx[0]+cy[0]-ab);
NF(x[0]-b,I);

x[0]-b

The answer is g — b which is not zero and the polynomial is not the element of the ideal
I. Despite of this the statement can be valid. In such cases non-degenerate conditions
should be determined. In order to find non-degenerate conditions we will add to the ideal
I = ((b—a)xy+ cyo, brg + cyo — ab) one more polynomial (xg — b)t — 1 to obtain the ideal
J = ((b—a)zo+cyo, bro+cyo—ab, (vo—b)t—1) where t is a slack variable. By the polynomial
equation (xg —b)t —1 = 0 we can express the fact that the equation o — b = 0 doesn’t hold
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for any value xg. If it does then 1 belongs into the ideal I and related zero set of I would be
empty. Hence adding the polynomial (xo — b)t to the ideal ((b— a)zg+ cyo, bxo + cyo — ab) we
suppose that the statement is not valid while all the other conditions are preserved (similarly
as by the proof by contradiction). By the elimination of variables xg,yo,¢ from the ideal
J which is accessible by the command E1im(x[0]..t,J) we will eliminate the dependent
variables z[0], y[0], ¢ from the ideal J to obtain those polynomials from J which depend only
on the remaining independent variables a, b, c. We enter

Use R::=Q[abcx[0]y[0]t];

J:=Ideal ((b-a)x[0]+cy [0],bx[0]+cy[0]-ab, (x[0]-b)t-1);
Elim(x[0]..t,J);

Ideal(-a)

and get the only condition a = 0. It means that in the triangle ABC' the vertices A and B
coincide. We will exclude this case by addition of the non-degenerate condition at —1 = 0 to
the ideal I to obtain the ideal K = I U {at — 1}.

Now we have

Use R::=Q[abcx[0]y[0]t]

K:=Ideal ((b-a)x[0]+cy[0],bx[0]+cy[0]-ab,at-1);
NF (x[0]-b,K);

0

The proof is now complete also in this case. Why it was necessary to exclude the case a =0
can be seen from the equality g — b = 1/a((b — a)zo + cyo) — 1/a(bxo + cyo — ab), where
the polynomial xg — b is expressed as an algebraic linear combination of the polynomials
(b — a)xy + cyo and bz + cyg — ab but one exception, namely a = 0.

We have seen, that two almost the same modifications of the problem can cause unexpected
difficulties. See [5], [10], [9], [15], [18] for further study.

3 Solving problems

In this part we will be concerned with solving problems both in a computational and classical
way. The purpose is to see two different attitudes to solve problems.

Now we will finish the classical proof of the statement above — the heights of a triangle in-
tersect at one point O, which we have proved in the first part automatically.

For a synthetic proof we can use e.g. the following way. We first draw a triangle ABC
with the given heights hg, hy, he, see Fig. 2. The straight lines through the vertices A, B,C
which are parallel to opposite sides BC, AC, AB of the triangle ABC respectively form a new
triangle A’B’C’. Note that A is a midpoint of B’C’, B is the midpoint of A’C’ and C is the
midpoint of A’B’. The heights hg, hy, h. of the original triangle ABC are now perpendicular
bisectors of sides of the triangle A’B’C’. Thus it suffices to show, that they meet at one
point. Suppose that h, and h; intersect at the point O, hence it holds |OB’| = |OC’| and
|OC’| = |OA'|. From which |OA’| = |OB’| follows and we get that O is the point of h,.

We can also use Ceva theorem or another way to prove our statement. But for all the classical
proofs it is necessary to have a key idea, which leads to the solution of the problem.

We proved it both in a classical way and in an automatic way. The both methods have their
strengths and weaknesses.
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Figure 2: Heights of AABC' are concurrent

The classical way used some knowledge from geometry (we have to determine that the ver-
tices of ABC' are the midpoints of the sides of the new triangle A’B’C’ then to prove that
perpendicular bisectors of the sides of A’B’C” intersect at one point), give us a good overview
about the problem, but had one weakness - we had to have the key idea. Which is not always
easy to find.

On the other hand the automatic proof only needs knowledge of writing the equations of
straight lines. The computation was quite automatic. But this method was not so geometric,
was not so beautiful and sometimes some unexpected problems, in this case non-degenerate
conditions, can occur.

The both method should be combined and used in practice.

To describe automatic discovery, we usually start with the formula of Heron. As this is the
well-known case will present this theory on the less known next problem.

Let ABCD be a planar quadrangle with sides a,b,c,d and diagonals e, f. Find the formula
for the area p of a quadrangle ABCD.

First we discover such a formula by computer. As the second step we derive this formula by
a classical method.

Choose the coordinate system so that the vertices of a quadrangle ABC'D be A = [0,0], B =
[a,0],C = [z,y], D = [u,v] and a = |AB|,b = [BC|,c = |CD|,d = |DA|,e = |BD|, f = |AC]|,
Fig. 3 We have following relations:

(z—a)+y? =0 (u—2)+ -y’ =+’ =d2® +y* = (u—a)’ +v° = f? p=
1/2(ay + zu — vy).

The elimination of x,y,u, v gives two polynomial equations. The first one

16p? — (—a* + 2a%b? — b* — 2a%c® + 2b%c? — ¢t + 2a%d® — 2b%d? + 2c%d? — d* + 4e%f?) =0

is the desired relation. After the simplification we obtain

16p* = 4 f? — (a® — b* + & — d?)2. (4)

This formula by means of which we can express the area of a quadrangle by the all six
distances between the four vertices was published by Ch.R. Staudt [17] and we will call it
formula of Staudt.
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Figure 3: Area of a quadrangle by Staudt

Remark:

1) Note that the formula (4) holds by the given notation for all possible position of vertices
A,B,C,D of a quadrilateral. Hence also in a case when ABCD is non convex or even
intersects itself. In that case we consider the area of a quadrilateral as the ”signed” area.

2) If we set into the formula (4) e.g. d = 0 then a quadrilateral becomes a triangle and we
get the formula of Heron. Hence (4) is a generalization of the formula of Heron. O

The second polynomial we received by elimination process above is related to the so called
Euler’s four points relation, which expresses the dependence of all six distances a,b,c,d, e, f
between four vertices of a quadrangle. It is as follows

eAf2 4 e2(a2? — a2 — b2d? + 2d® — a2 f2 — B2F2 — 2f2 — 2f2 + f4) — (—atc® + a2b2c? —
CL2C4 + a2b2d2 o b4d2 4 a202d2 4 b262d2 o b2d4 + a2c2f2 o b202f2 o a2d2f2 + b2d2f2) = 0.

Fuler’s four points relation follows from the Cayley - Menger determinant for the volume V
of a tetrahedron with edges of lengths a, b, ¢, d, e, f

0o 1 1 1 1

1 0 b f2 a2

1 v 0 & € (5)
1 f2 2 0 d?

1 a®> & d&®> 0

288V2 =

if we put V= 0. A comparison of the equation V =0 from (5) with the second equality
which we received in elimination process above shows that the both polynomials are the same
up to the constant factor 2. O
Now we show a classical approach to establish formula of Staudt (4). From right triangles
AED and DEC the equalities |DE|> = d*> — |AE|?, |DE|? = ¢* — |EC|? follow with

d?> — |AE* = ¢ — |EC|?. (6)
Analogously from the right triangles AF B and CF B the equality
a® — |AF* = bv* — |FC)? (7)
follows. Summing up the equalities (6) and (7) gives
a? =>4+ —d* = |AF|? — |[FC|* + |EC> — |AE*. (8)
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Figure 4: The proof of Staudt’s formula

The right hand side in (8) can be written in the form
|AF|? — |FC|? + |EC|? — |AE|?> = |AF|?> — |AE|?> + |EC|? — |FC|? = (JAF| + |AE|)(|AF| —
|AE|) + (|JEC| + |FC|)(|EC| — |FC|) = £2¢|EF), i.e.

(a® = b* 4 ¢ — d?)* = 4¢*|EF 2. 9)
Further on we see that |EF| = f cos . A substitution into (9) gives
(a® = b* + & — d*)? = 4% f2 cos? . (10)

Now we will use the well-known formula for the area of a quadrilateral by means of the lengths
of diagonals e, f and the angle ¢

1
P=3 efsinp. (11)

Finally the substitution of (11) into (10) with the use of the relation sin® ¢ = 1 — cos? ¢ gives
the formula (4).

In this example we could see, that a discovery by computer can be in some sense ”easier”
then by classical approach.

The last result we will use to arrive at the well-known formula of Brahmagupta for the area
of an inscribed quadrilateral, which is a generalization of the formula of Heron. The problem
is as follows.

Given a quadrangle ABC'D with the sides a = |AB|,b = |BC|,c = |CD|,d = |DA|, which is
inscribed into the circle. Find the area of ABCD.

To solve the problem by computer we shall take advantage of the Staudt’s formula (4) and
use the coordinate free method. In accordance with the left Fig. 5 by Ptolemy’s theorem
ef = ac+ bd holds. We will eliminate variables e, f from the ideal (16p* —4e?f2 + (a® — b* +
c? — d?)?, ac+ bd — ef) and get the only polynomial equation

16p® = —(a* + b* + ¢* + d*) + 2(a®V? + a®c® + a*d® + b*c? + b2 d* + *d*) + 8abed,  (12)

or
16p°> = (—a+b+c+d)(a—b+c+d)(at+b—c+d)(atbt+c—d)

or which is the same

p=(s—a)(s = b)(s —c)(s — d), (13)
where s = 1/2(a+b+c+d). This is the well-known formula of Brahmagupta, (Brahmagupta,
598 - about 665).
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Figure 5: Cyclic quadrilaterals with the sides a, b, ¢,d — convex and non convex cases

By the figure on the right other position is also possible.

In this case by Ptolemy’s relation ef = ac — bd or ef = bd — ac. Elimination of e, f in the
ideal (16p? — 4e%f? + (a® — b* + ¢* — d?)?, (ac — bd — ef)(ac — bd + ef)) gives the relation

16p”? = —(a4 +br+ct+ d4) + 2(&21)2 +a?® + a®d® + b + Vd? + 62d2) — 8abed  (14)

or
16p? =(a+b+c+d(a+b—c—d)(a—b+c—d)(—a+b+c—d).

This is the formula for the area of a quadrilateral which intersects itself.

We could also use coordinate method to find the area of an inscribed quadrilateral. The
classical proof of the Brahmagupta’s formula is omitted and can be found for instance in [1].

4 Seminar works

At the end of the seminar students are engaged in a seminar work, which is aimed on a
problem chosen by each student from the recommended offer list on Internet. Seminar works
consist of the following parts:

1) Introduction of the problem

2) Description of the problem by a (dynamic) software
3) Solution of the problem in a classical (synthetic) way
4) Automatic proof (discovery) by computer

5) Conclusions (if necessary)

6) Printing of the seminar work.

As you can see from the above structure of a seminar work, it has a wide use of computer by
solving problems. First the students searched for an appropriate problem from the Internet
offer. Before choosing the problem they mostly consulted it with the teacher if the problem is
appropriate to put it into the prescribed form. The second use of a computer is the choice of
a (dynamic) geometric software to draw the situation and demonstrate it dynamically if pos-
sible. They often used Cabri II. This stage was closely connected with the choice of the text
editor in which the final version of the seminar work would be printed. The most commonly
two text editors were used — TeX and Word. To do a classical proof of a chosen problem,
students used two possibilities - either to find the solution on Internet (at the recommended
address) or to find their own solution.

To solve the problem by computer they usually use software CoCoA or Singular which are
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for free, or Maple or Mathematica or Derive which are installed in the computer rooms.
The most common problems which students encounter by automatic proof or discovery of a

statement are as follows:

1) Algebraization of a geometric situation — unsuitable introduction of the system of coordi-
nates, a complex or unsuitable description of geometric situation by algebraic equations.

2) A bad use of a computational method:

- keeping the correct order of all the stages of automatic proving,

- computation of normal form of an ideal,

- elimination of variables, their ordering, which variables to eliminate,
- finding non-degenerate conditions.

3) Understanding a geometric meaning of an algebraic equation.
4) Finding additional conditions to discover or generalize the statement, formulation of the
generalized statement.

The next example shows some of the problems mentioned above. It is as follows.

Over sides of triangle ABC' construct similar isosceles triangles ABC', BCA', CAB’ with
an arbitrary angle by the vertices A', B',C'. Then the straight lines AA’, BB',CC’ intersect

at one point S.

Choose the Cartesian coordinate system so that A = [0,0],B = [a,0],C = [b,c],A" =
[k1, ko], B = [l1,12],C" = [m1,ma]. Over the sides of the triangle ABC' construct arbitrary
isosceles triangles ABC', BCA',CAB’ (all outwardly or all inwardly). The problem of this

Y| B'=[I.12] A Co[b
L1777

Figure 6: Similar triangles over the sides of ABC

task consists in expression of the notion ”outwardly” or ”inwardly” only by means of al-
gebraic equalities. In this theory it is not possible to use algebraic inequalities, because of
working in the field of complex numbers. To describe the point A’ as the vertex of an isosce-
les triangle over the side BC, we can construct two circles with centers B, C' with the same
radii |[BA'| = C'A’|. Their intersection gives two points A" and A” and we cannot distinguish
between outer and inner points A’ and A”.

Instead we will use the following method, which makes possible to construct the vertex A’

10
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uniquely and which is due to D. Wang [18].

The vertex A’ is the endpoint of a vector, whose initial point is in the center of BC with the
length v|BC|, where v is a given number, and the same direction as the vector B — C rotated
by the angle 90° in a positive sense, i.e., it holds (k; — (a + b)/2,ks — ¢/2) = v(c,a — b).
Analogously we proceed by B’ and C’. The line AA’ has the equation k1y — kox = 0, the line
BB': (Iy —a)y — (x — a)la = 0 and the line CC": (b —mq)(y —ma) — (x — m1)(c — ma) = 0.
Suppose that S = [s1, s2] is the common point of the straight lines AA" and BB’. We are to
prove that the point S is on the line CC’. We have

Use R::=Q[k[1..2]1[1..2]m[1..2]s[1..2]abcv];
I:=Ideal(2k[1]-a-b-2vc,2k[2]-c-2va+2vb,21[1]-b+2vc,21[2]-c-2vb,2m[1]-a,m[2] +va,
k[1]ls[2]-k[2]s[1],(1[1]1-a)s[2]-(s[1]1-a)1[2]);

NF((b-m[1]) (s[21-m[2])-(s[1]1-m[1]) (c-m[2]),I);

0

which means that the lines AA’, BB', CC’ meet at the point S. O

The following classical proof of the above statement which is due to O. Bottema [4], [16] is
short end elegant and is worth of reproducing. It is based on the area method.

By the Fig. 6
|AC"|/|C"B| = Area ANACC'/Area ABCC' = |AC||AC"|sin(A + ¢)/|BC||BC’|sin(B + )

= |AC|sin(A + ¢)/|BC|sin(B + ¢)
and similarly

|BA"|/|A"C| = |AB|sin(B + ¢)/|AC| sin(C + ¢)
and

|CB"|/|B"A| = |BC|sin(C + ¢)/|AB|sin(A + ).

We will find that
|AC| |BA"||CB"| _1
|AC'| |A"C| |B" A -

and the result now follows from the converse of Ceva’s theorem. O

Also this classical proof needs the key idea.
Find the locus of points S by changing the angle ¢ of similar triangles.

With the same notation we will eliminate variables ki, ko, 1, l2, m1, Mo, v in the ideal I. The
elimination returns

Use R::=Q[k[1..2]1[1..2Im[1..2]vs[1..2]vabc];
I:=Ideal(2k[1]-a-b-2vc,2k[2]-c-2va+2vb,21[1]-b+2vc,21[2]-c-2vb,2m[1]-a,m[2] +va,
k[1]s[2]-k[2]s[1],(1[1]-a)s[2]-(s[1]1-a)1[2]);

Elim(k[1]..v,I);
Ideal(-s[1]s[2]a"2+s[1]s[2]ab+1/2s[2]a"2b-s[1]s[2]b"2+1/2s[2]ab"2-1/2s[1] "2ac+
1/2s[2]"2ac+1/2s[1]a"2c+s[1] "2bc-s[2] "2bc-s[1]abc+s[1]s[2]c"2-1/2s[2]ac"2);

11
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Figure 7: Kiepert’s hyperbola

We see that the points S = [z, y] lie (by the standard notation [z, y] instead of [s1, s2]) on a

conic
z?c(a — 2b) 4 2zy(a® — ab + b* — ) 4+ y%c(2b — a) + zac(2b — a) + ya(c* —ab—b*) = 0, (15)

which is called Kiepert’s hyperbola. Kiepert’s hyperbola (15) has many interesting properties,
for instance it is a rectangular hyperbola, which goes through the vertices of the triangle
ABC'. Tt contains also further ”remarkable” points of the triangle ABC as the centroid, the
orthocenter, outer and inner Fermat’s point etc. The Kiepert’s hyperbola is closely tied with
the Wallace line and Feuerbach’s circle [12].

Now we will give the example of non elementary problem. It is as follows.

Four straight lines a, b, c,d are given in a plane. Construct a square K LM N with each vertex

on one straight line a, b, c, d.

Choose the coordinate system so that K = [k1, k2], L = [l1,l2], M = [m1,ma], N = [n1, na]
and the lines a,b,c,d have equations a : a;jx + asy +az = 0, b : bz + boy + b3 = 0,
c:cx+cy+c3=0,d:dx+dyy+ ds =0. Suppose that K € a and L € b. To ensure that
KLMN is a square with the vertices M, N for instance on the lines ¢, d respectively, we will
rotate the vector L — K by 90" in the positive sense to obtain the vector N — K. Then we
rotate the vector K — N by 90° in the same sense to obtain the vector M — N an so on, see

Fig. 8 We have the following relations:

K e€as arky + agks + a3 =0,

L ebs bily + bala 4+ b3 =0,

Mecs cimy+como+c3 =0,

N ed < diny + dong +ds =0,
I'Ot(K—L):N—Kﬁ—(lg—kg):nl—kl, 1 — k1 =no — ko,
rot(K—N):M—N@—(kg—ng):ml—nl, kl—nlzmg—ng,
I'Ot(N—M):L—M@—(TLQ—WLQ):ll—ml, ny —mi = lo — mo,
I‘Ot(M—L):K—L@—(mg—lg):kl—ll, ml—llzk‘g—lg.

We have 12 equations and we are to solve this system with respect to 8 unknowns k1, ko, l1, lo,
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Figure 8: Square K LM N with vertices on four straight lines a, b, c,d

mi, Mg, N1, ng. 10 easy the computation we put a; = a3 =0,a0 =b; = 1,bg =c3 =ds = —1
without any loss of generality. We enter

Use R::=Q[k[1..2]1[1..2Im[1..2]In[1..2]af1..3]b[1..3]c[1..3]d[1..3]];
I:=Ideal(al1lk[1]+a[2]k[2]+a[3],b[1]11[1]1+b[2]11[2]+b[3],c[1]lm[1]+c[2]m[2]+c[3],
d[11n[1]1+d[2]n[2]+d[3],-(1[2]-k[2])-(n[1]-k([1]1),1[1]-k[1]1-(m[2]-k[2]),-(k[2]-
n[2])-(m[1]1-n[11) ,k[1]1-n[1]-(m[2]-n[2]) ,-(n[2]-m[2])-(1[1]-m[1]) ,n[1]-m[1]-
A2l -m(2]) ,-@m[2]-102]1)-(k[1]1-1[1]) ,m[1]-1[1]-(k[2]-1[2]),al2]-1,al1],al3],
b[3]+1,c[3]+1,d[3]+1,b[1]-1);

Elim(k[2]..n[2],1I);

and obtain the solution for k;

. bacy + baco + c1dy + cody — bads — c1do + codo + ¢1 — o — dy

k
! bacidy + bacady — bacida + c1dy — c1da + cada

Similarly we find other unknowns. See the square K LM N in Fig. 8, which was done in Cabri
IT and is interactive. From the construction we can see that there exist at most four squares
with given properties.

We can also proceed in the following way, see [9].

Denote the coordinates of KLM N and the equations of straight lines a, b, ¢,d as above and
consider the square with vertices A = [1,0], B = [0,1], C = [-1,0], D = [0, —1]. We are
looking for such a similarity ¢

o2’ =pr—qy+r, ¥ =qr+py+s,

where p,q,r,s are unknown coefficients, which maps the square ABCD into the square
KLMN. We have

¢([1,0]) = [p+1r,q + 5],
©([0,1]) = [=q +7,p + ],
o([-1,0]) = [-p+7r,—q+ 5],
o([0,-1]) = [¢g +r,—p + 5],

from which we get the system of equations

hi:ai(p+7r)+a(qg+s)+as =0,
ho :bi(—q+7)+ba(p+s) + b3 =0,
hs:ci(—p+r)+ca(—q+s)+c3=0,

13



h4:dl(q—l—r)—l—dg(—p—i—s)—l—dg:O. lll

CONTS
We are to solve the system of equations hy = 0,he = 0,hy = 0,hy = 0 with respect to the

unknowns p, ¢, 7, s. We get

Use R::=Q[a[l..3]b[1..3]c[1..3]d[1..3]pgrs];

I:=Ideal(al[1] (p+r)+al2] (g+s)+al[3],b[1] (-g+r)+b[2] (p+s)+b[3],c[1] (-p+r)+c[2]
(-g+s)+c[3]1,d[1] (q+r)+d[2] (-p+s)+d[3],a[2]-1,a[1],a[3],b[3]+1,c[3]+1,d[3]+1,
b[1]-1,p+r-x,p+s-y);

Elim(q..s,I);

with the same result as above.

5 Examples of seminar works

Problems which have been solved in seminar works were mostly taken from the Internet
address: http://www.cut-the-knot.org/geometry.shtml.

Some of the chosen topics are as follows: Thébault problem, Sum of distances to the sides
of an equilateral triangle (Vivianni), Butterfly theorem, Theorem of Menelaus, Ptolemy’s
theorem, Stewart’s theorem, Napoleon’s theorem and topics related to Napoleon’s theorem,
Eyeball problem etc.

On the next pages you can see the example of a seminar work on Zaslavsky problem, which
is due to the student of the 4" year university study.
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SEMINAR WORK

Thotsi Hamwamova
TUniversity of Sooth Bobemia, Cwach Repuohls:

1 Abstract

T this work T am gong o pronve the Zaslavely's tharem wsing the program
Colind, free awilable at brp oo, dimeandge £ Al petones ane made
by Cabri geometry 11 T found the thearem at kmp: A cut-the-knot o,
wleere many other theorene and poohlenes ane proved.

2 The theorem

Wt dosss the Fasosky's theorem say?

Eaalavaky's theoreme Given trsmghe A58, poimt P, and refl octhon 75O
of AR m P, Tet theoe parallel limes throwgh A7, 87 and OF miermect B,
A, and AR m X, ¥, Z, respectiely. Then X, Y, 2 are collmear.

For hettor omderstandiog sor the sitoton on Fig.l

W H'
f_;,"{r_.-?‘ L .
. P -
R
R ) LI
.-L.:'_'--F ! - ! " .'I .-"'.-
R
-
B

Figore 12 The sitaaton
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3  Elementary proof

T prone the thearem we noad to add soaee other poims tothe phetore md
i e ke Mom el theonm.
The: peointa:

Lot the lime theoogh & marallel fo the " pard b tepht” mtersect 84" at WV,
AR at K and A" & 37 (See Pig )

' 7k T
[ ' " i
'\-.-'::r‘_ : B
' Poemt e "
- [
S At L
-t RS do=T
-7 a -
PR T A L -
P ' AT -
= L ;o
R T R
I I i i’

Fiagore 2 The sitoation with the pomts X, K, 2

Menelana® thenmeam:
Lot three poiwts F, O, and £, he respoctively oo the sdes AR, B, and AC

of AARC. Then the points @ collmear f 85 L2, BE o Sop Fig )

Figon: 3 Menclios' theoren
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First e that 27 & a eflecton of 2 in P, setha 27 = B2 Ak s
the pednts A, B and Z ane colbimsir, s are thelr sofloctons A7, B, 27 In

particolar, A2 = AZ. This

R BRI ,
FE T AZ -‘J
Nowe we the Menchie' theaem. We want to prow that
&% Y aAZ

ox B! 2

BY oY
oX vy
HE
VA"
fr e
A
E A
AZ

Az
iz

|I§~': Bl&

MR

&l

We proved the theorem.
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4  Automatic proving

T prone the theoren wing the program CoCoh we moed to locite the sit-
wation o the setem of coordinades. 1t s osofol to plos one poimt of the
trimmge AR to 2o point and e sede of the gk on the o 2. For
cxataph A0 0], B, 0] The whale losithon of the sitmithon to the systom
of coond imstis s shown oo the Figad.

N ! n
- 21| H
T
| 1
|
1 1
| h
|
! /{’Ill,.w'
E!F ooy
" Flemkeial AP
m'\-\. I :
' | b
3 1 .
I':[I':.r.j - . I-'-
I i
” yo FFia.nr i
R ! i'.'[‘::'|| [ TRE
Sy Framn)
I 'III 1
! | .
! 1 1 b
AUy ] Lam

Figore 4: The sitwithon m the system of cwordmates
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Now we cxprss sone Taeis:
B e cvfz = Bpa g =uly =2} =0
Vaerifgmslm uly =z =0
A g ivfz =2y = wly = K} =0
X grifg=mi}=ufy=n}=0
g b vz =Rpah) = uly=tyge w0
E@h:vjz=k}=1uy=0
X R gm=al = ol =aj=
VoAl er=lbs=id
T = AN 202 = i} = g = m)} =)

I Collad we antar:

Daw B::= Qlascpyuvesirazyt] ;

ieldgal (wiE-2p=a)-u(F-2g) , viE-T)-u(F-a) , v(E-20)-u(y-23)

FOE-0) -u(F-8) , FlE-2p=-0) -uiy-2g=C) ¥ lE-L)-uy, cima)-(ala,

Tt WOE-E) -u(F-o)  FE-2pei ) -u i p-Ggd L im-Eha-(r-iale-10
EF(1,00:

The mmveil form (NF) ageals | which moins thet the statemont bs mot fros.
The following commianed chmmstes the deperdent vadab s oo, k, ra.2.8
ard ihe slack vanahlke &

Dag B::= Qlabcpgureairazyt] .

[i=ldeal (wiE-Spa)-u(F-23)  F(E-T)-u(§-a) , #(E-2pi-uly-23) ,
FOE-E)-u(F-32) , T (-2 —u(y-2g=r)  FX-i) -y, o (ea)-(a)a,
er=d, ((E-R)a-r-iait-1)

Elfmim. 1, I);

We abtaim-Ideal (-v,0). Ths realt givs w the megoonane s for =0 =0
and uook 0L S0 we enter this two nogolerements 1o the ded and try o the
statement s ivoe We cnier

Daw B:o= Qlabcpgureairazyive] ;

[ieldeal (wiE-Spa)-u(F-23) , w(E-T)-u(§-a) , #(E-2pi-uly-23) ,
FE-m)-u(F-2) ¥ (-2l —u(y-a2g-c)  wx-i)-uy  olea)-(mala,
eyt WiPp-m)-ui2g-a) w1 jue-1, (e e Cr-)air-1)

FF(1,132

The wemnlt O mosars that the statensent s tree, & we peoed the Zasliveky's
e .
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