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FUNCTIONS OF MATRICES WITH APPLICATIONS
TO DIFFERENTIAL EQUATIONS
Bob Hill and Tom Keagy
Duquesne University
Pittsburgh, PA 15282 U.S.A.

Abstract

The goals of this workshop are to illustrate how Derive may be used to compute functions of
matrices and to illustrate some of the properties and applications of matrix functions. One
particular interesting application of matrix functions is the computation of the solution of a system
of differential equations by finding the matrix exponential function.

Functions of Matrices

A simple way to envision a matrix function is by first considering a polynomial with coefficients
taken from the real numbers:

P =X+, X ++ax g
If we replace the scalax, by the square matri, of ordern, we obtain the polynomial matrix
function

p(x) =gA"+ g A" ++ 3A + g
where the identity matrik is required in the last term in order to preserve closure of addition since
each of the other terms of the sum is a square matrix of mrder

1. The polynomial function g(x)= 2% 3¢ — 4x — 3 has a corresponding matrix function. Our
approach in finding G¥1) for the matrixM in statement #3 below is simply to substitdteto
the polynomial expression in statement #2 using DERIVE.

a. Use theTransfert oadDerive command sequence to enter theeidemthfrom thea:

drive.
3 2 a
#2: G(x) :=2-x +3-x - 4-x-3-x
1 2 3
#3: n:=}]686 B8 1
2 3 1

b. ManageSubstitute the matrix in statement #3 intoddor x andSimplify the result.
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We need not restrict matrix functions to polynomials. In fact, we can find the matrix representation
of any function with a corresponding analytic scalar form when A is a matrix of o wiéhn

eigenvaluesA ={A;,A,,--,A Im< n}, such that mgx} ) ¥ R by replacing

i=1,2,--m

f(x)=§akxk X< R with f(A)=§akA"

An Algorithm for Computing Functions of Matrices

Our goal is to determine an algorithm which will allow us to express any matrix fufi@ipn
corresponding to an analytic scalar functipg as a finite sum which is polynomial & If we
begin by assumind(A) has the power series expansion above and the characteristic polynomial of

Ais p(A)=A"-p_A""—---= pA - R, then by the Cayley-Hamilton Theoref,s a zero of
p(A); hence, A" = p,_ A"+ p_A"?+---+ pA + g , and we can write all powers Afas a linear
combination of power oA which are less tham (For example, K = AA", but A" can be written
in terms of powers less thanand aftelA is distributed through that sum the highest power will be
A", which can be written in terms of powers less tha#fter similar terms are combined, the
highest power will be less tham) Thus, for any matri&, we can write

F(A) =1 AT 4T A T+t
where the coefficients, ry, . . . ,rn1 are to be determined. Afis any eigenvalue & andx is its
corresponding eigenvector, thi€R) is an eigenvalue dfA); thus,

fAX=(r_ A" +r_ A"+t X =, A" H AP +e4r X =f (AX
hence,
f(A) =1 A4+ AT et

But A is an arbitrary eigenvalue; therefore, we can substitute in tumeigenvalues oA and
obtainn equations for the unknowmg ry, . . . ,rh1, which in turn determingA).

If A has less than distinct eigenvalues, the above approach will not ydttlependent equations.
But given an analytic functioffx) and a polynomigb(x) of degreen, there exists an analytic
functionq(x) and a polynomiai(x) of degreen —1 or less such thdfx)= p(x)q(x) +r(x).

Differentiating this expression we note for the multiple mgthat bothp(a,)=0 andp' (0)=0;

thus,f '(am)=r '(ay) . This procedure can be duplicated until we exhaust the multiplicity of the root
0m. Once we have obtaine(k) we can writd(A) = p(A)q(A)+r(A) , and by the Cayley-Harmlton
Theoremp(A)= 0; thereforef(A)=r(A).

Algorithm: Given the analytic functiori, and the square matmx of ordern with eigenvectors,

{A1, A2, ... ,An} we computef(A) as follows:
1. If the n eigenvalues éfare all distinct, then

a. solve the system of equations;, AT +r, A" +---41r A, 41 =f (A;)
i=1,2,....nforg, ry, ... ,Ma
b. and setf (A)=r _ A" +r A" +.+r A +r
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2. Otherwise, (at least one eigenvalue is repeated).
a. for each eigenvalue with multiplicity > 1, differentiate

ro X"t +r X"+ +rx+r, = f (X), m-1 times to obtaim equations
for fA), ' O0), F7A), - . F™ ) inro, re, Lo
b. supplement these equations WithAT™ +r, A" +---+1,A, +r,=f (A))
for each eigenvalue of multiplicity 1 and solve the resulting system,
c. and setf (A)=r_A""+r, A" +.-+rA +r|

2. The algorithm can be used to calculate the matrix equivalent of the scalar fui¢ttpr Jx

. (Another interesting example i$:(x) =E )
X

a. Use theTransferk oadDerive command sequence to enter theeii2. mthfrom the
a:drive

-1Z2 -19 -10

p pr» 1 dp

n2: q q 1 Jg

r r 1 Jdr

#3: a-x +b-x +Cc-X

b. Use the EIGENVALUES command to find the three eigenvaluéé:off = 2, 4, and 9.

c. Since the eigenvalues are distinct, we will follow the outline of the first option of the
algorithm: (1) Use th&1 anageSubstitute command sequence to replaag andr in
statement #2 with the three eigenvalues respectively. (2) Solve the system of equations
resulting from this substitution using the ROW_REDUCE commands. (3) Use the
M anageSubstitute command sequence to repbasestatement #3 with M, ara b,
andc with the three values in the last column of the solution of the above system of
equations. (4) Our algorithm can be checked by squaring this result and noting that the
answer is equal thl.

3. Given the matriM in statement #1 below, we can find expressions fox3ia(d cosil) and
show that these functions behave in a similar fashion to their corresponding scalar functions
for example, siiM +cos” M = |. Our approach will be to find the matrix representation of the

function & = cosa +isina, and compute cdgl) and sinM) by finding the real and
imaginary parts of ¥
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a) Use thél'ransferk oadDerive command sequence to enter theeid®. mthfrom thea:
drive.

#02: |q q 1 &

b) Use the EIGENVALUES command to find the three eigenvalues of the mainx
statement #1lw = 1,-1, and 2.

c) Since the three eigenvalues are unique, we use the first option of the algorithm: Set up a
system of three equations basedaoh+ bx+ c= & by M anageSubstituting the three

eigenvalues into the augmented matrix in statement #2 (replaewtp 1, q with -1, and
r with 2), andSimplify the result.

d) Solve the system obtained in step c¢) using the ROW_REDUCE commarsimnghicly
the result.

e) According to the algorithne™ =am? +bM +cM % therefore M anageSubstituteM for x
in statement #3 and enter the values in the last column of the result of step, &) ford
c, respectively. When this resultSanplified, we have an expression 8l .

f) To find expressions for cad() and sinf1), compute the real and imaginary partgUf
respectively.

g) We can confirm the fact that these matrix functions behave in the same manner as their
corresponding scalar functions by validating identities. For example,
) sif M + cogM =1
i) sin 2M = 2 sirM cosvi
i) cos2M =2 codM —1 =1 - 2 sif M

4. Given the coefficient matrid in statement #1 below we can write a linear system of
differential equations in the fora=Mx , wherex is a vector with components dependent on a
variable t andx is the derivative of (taken element by element). Since the derivatie?' a§
MeM | it follows that & is a solution to the matrix equatidh= MX ; hence, each column Xf
is a solution tox = Mx . Also, the dimension of the solution space efMx whereM is an rxn
matrix, is n and the columns Xfare linearly independent; therefore, the general solution of
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X=Mx is x=qu,+cu,+ -+ gu, Wheree™ =U = [u, Uy, --- ,un]. Our approach will be to
use the algorithm to find a representation ft,&nd then write the general solution to our
system of differential equations as a linear combination of the columns of the resulting matrix.

a) Use the Transfer-Load-Derive command sequence to enter tbd.fiiehfrom thea: drive.

2 p

p p 1 &
p

| ¥4 Z-p 1 8 ¢
P

2 0 8 ¢

#3: a-x + b-x +cC

b) Use the EIGENVALUES command to find the single eigenvallé:of = -1. It follows
that (-}t is the single eigenvalue t¥l.

c) SincetM only has one eigenvalue, the second option of the algorithm applies: Set up a
system of three equations basedagh+ bx + ¢c = € and its first two derivatives by
M anageSubstituting—t (the single eigenvalue t¥1) for p in statement #2, arfdmplify
the result.

d) Solve the resulting system of equations obtained in step c) using the ROW_REDUCE
command, an&implify the result.

e) According to the algorithng™ = a(tM)? +b(tM) + c(tM)°; therefore M anageSubstitutetM
for x in statement #3 and enter the values in the last column of the result obtained in step d)
for a, b, andc, respectively. When this resultSemplified, we have an expression fé!'.

f) If uy, up, andus are the three columns &Y', then the general solution of the system of
differential equationsc = Mx can be written as;@; + cyu, + czuz, which can be formed by
finding € c wherec is an arbitrary constant vector.

5. Solutions for the nonhomogeneous system of differential equatMx +G (t) can be given

which satisfy the coefficient matik in statemen#3, the vectorG(t) in statement #4, and the
initial condition vectom (which we want our solution to satisfy wher() in statement #5
below. Our approach will be to first find the general solution to the system, which can be written

in the form,p =™ (J e™G(dt+ c) , wherec is an ordinary constant vector. Our algorithm

will be used to find an expression f&¥ gand in turn for 8, as an intermediate step in
computing this expression. The particular solution satisfying the initial condition can then be
found by settingp(0) =n and solving for.
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a. Use theTransfert oadDerive commands to enter the fd&5.mthfrom thea; drive.

36 41
#t3: m =[ ]
-34 -38
SINC(t)
#t4 G(t) --[ ]
COos(t)

b. Use the algorithm to find a representationdtrby (1) finding the eigenvalues bf
(-1£5i ); (2) solving the system of equations in statement #6 after substittiimgs the
first eigenvalue fop andt times the second eigenvalue fprand (3) substituting into
statement #7 values far(tM) anda andb (the two values in the rightmost column of the
result from solving the system of equations in statement #6).

R
Pp 1 &
86
q
q 1 &
a
#7: a-x + b-x

c. Determine the general solution for this nonhomogeneous system of differential equations
by evaluatng the integrah = " (_[ e™G(1dt+ c) , Wherec is the arbitrary vector in

w 2]

d. Find the particular solution satisfying our initial conditions by solargn with t = 0)
for cl andc2, and substitute these values into the general solptiemally, plot f, X1(t)]
and [, X2(t)] fort > 0.

statement #8.
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6. The system of differential equations
X =-2X-5y+sin(3t)
y=x+2y
can be made into a first order system which can be solved by the techniques of Example 5 by
making the substitutions & , x, &8 ', X and=u : vy

VY 0 1 Oy 0
U, [=|0 -2 =5|u, |[+|sin@)
U, 0 1 2|y 0
a. Use thd ransferk oadDerive commands to enter the fdg6.mthfrom thea: dnve.
a 1 a a
#1: M := 8 -2 -5] #4: G(t) := [SING»t) ]
a 1 2 1]
2 P 1
p p 1 &
2 q #S5: i ]
#2: q q 1 & L 4
2
r r 1 ér cl
2 8 #9: c2 ’
a3 a-x + b-x + c-x
- ¢c3

b. Use the algorithm to find an expressionddr. (1) Find the eigenvalues bf (0,i, and-i).
(2) Solve the system of equations in statement #2 after substittiimgs the three
eigenvalues fop, g, andr respectively. (3) Substitute into statement #3 values (tivl)
anda, b, andc (the three respective values in the rightmost column of the result from solving
the system of equations in statement #2 Snplify.

c. Finde™ by replacing with -t in €™, and then evaluate the general solution
p=e" (J eMG(1) dt+ c) , whereG(t) is the vector in statement #4 ani the arbitrary

vector given in statement #9.

d. Setp =n (wheren is the vector in statement #5 representing the initial conditions for the
system) and = 0. Solve this system fat, c2, andc3, and then substitute these values back
into the expression fq.

e. Finally, plot f, X1(t)], [t, X2(t)], and [, X3(t)] for t > 0, where X1t)= x, X2(t)= x, and X3f)
=y, are the three components of the particular solution, respectively.

7. The system of differential equations
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X=y

y=-101x- 2y
can be made into a first order system which can be solved by the techniques gqf Example 3 by
first writing the system as a matrix equation.

3o 22

a. Use thd@ransferk oadDerive commands to enter the fdg7.mthfrom thea: drive.

0}
g1: m o [ @ 1 ] #3: a-x + b-x
-101 -2 o1
p #6:
p 1 & Sl
nZ: ; g
‘18 #7: L,

b. Use the algorithm to find an expressiondr (1) Find the eigenvalues bf (-1+10 and
-1-10i). (2) Solve the system of equations in statement #2 after substittitmes the two
eigenvalues fop andq respectively. (3) Substitute into statement #3 values f(tM) anda
andb (the two values in the rightmost column of the result of solving the system of
equations in statement #2) aBidhplify.

c. The general solution of our system of differential equations can now be written as the linear
combinations of the columns et found in b) above. To find the particular solution
corresponding to the vector in statement #7 when t = 0, mudiplyy the arbitrary vector
in statement #6, and set the result equal to the vector in statement #7. Aftett sefting
solve for cl and ¢2 and substitute these values into the prodettwith the vector in
statement #6.

d. Finally, plot {, XI(t)] and £, YI(t)] for t > 0, where Xl{) and YI¢) are the two components
of the particular solution.
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Reference: Robert J. Hill and Thomas A. Keagy, Elementary Linear AlgebralDetive,

Chartwell-Bratt, 1995, pp 227-301 and 339-349.
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